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ABSTRACT
This paper discusses the ethical and legal considerations of artificial intelligence 
(AI) in digital marketing in the fast-changing regulatory environment of the 
United Arab Emirates (UAE). Through the secondary research methodology, the 
article examines 85 documents comprising academic publications, government 
reports, and legal texts, providing a thorough review of the nexus between 
AI capabilities and regulatory frameworks in the UAE. The results show that 
although the use of AI has increased at a faster pace, especially among various 
generational groups of consumers, there is a need to transform the legal and 
ethical framework to address the arising risks. Ethical AI governance is based 
on the main regulations, including the UAE Personal Data Protection Law, 
Cybercrime Law, Consumer Protection Law, and Digital Commerce Law. Such 
laws are focused on transparency, consent, and accountability in AI-driven 
marketing activities. Additionally, explainability and fairness are key factors that 
make consumers trustful, but AI is usually too technical to provide meaningful 
transparency. The paper concludes that a moderate solution is the key, which 
is to incorporate technological innovation with moral governance. It demands 
enhanced regulation enforcement, industry self-regulation, and cultural change 
within organizations to guarantee responsible AI use. The future of ethical 
digital marketing and consumer protection in the era of intelligent automation 
will be influenced by the changing legal framework of the UAE.
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1.	 Introduction
The infiltration of artificial intelligence (AI) in digital marketing in the United Arab Emirates (UAE) is not merely 

a technological innovation. Still, it is also a shift in regulatory policy that effectively alters the relationship between the 
business and its consumers (AlLouzi & Alomari, 2023). As more and more AI capabilities, such as machine learning, 
natural language processing, and generative models, become integrated into the marketing process, organizations are 
now able to automate the content generation process, personalize consumer interactions, and maximize the outcome of 
marketing campaigns in a way that would have been unfathomable only a few years ago (Yas & Shwedel, 2024). These 
innovations have not only enabled efficiency in operations but have also enabled the establishment of new business 
models and a new immersive marketing experience, which was previously unavailable. However, the high-speed 
technological development is also accompanied by a multi-dimensional set of ethical and legal concerns that are to be 
thoroughly analyzed, particularly in the sphere of consumer protection, data privacy, and regulatory compliance in the 
legal context of the UAE, which is fast changing and developing. Marketing with the assistance of artificial intelligence 
has enabled brands to review real-time consumer data, make personalized recommendations, and automate the decision-
making process on various digital platforms (N. Yas et al., 2024). Data analytics and AI have also been synergistic, and 
enterprises that want to stay competitive and maximize the returns on digital investments must rely on data analytics 
and AI. This merger enables the delivery of highly personalized content, dynamic pricing, and more intelligent customer 
interactions. However, it also raises concerns about managing unstructured data, understanding the implications of 
algorithm-based decisions, and the potential for consumer manipulation(Allouzi et al., 2024). With the growth of the 
digital economy in the UAE, businesses face increasing challenges in the ethical application of AI, particularly in terms 
of data fragmentation, regulatory alignment, and the affordability of analytics investments (Abdul-Al, 2024).

One of the critical questions of AI adoption in digital marketing is the relationship between innovation and 
ethical responsibility (Aboelazm & Afandy, 2019). Although AI offers transformative advantages, including higher 
efficiency, creativity, and audience engagement, it also poses significant risks related to bias, misinformation, privacy 
invasion, and technological dependency (Khudhair, Jusoh, Mardani, Nor, et al., 2019). The potential of AI systems 
to inadvertently reproduce societal biases, especially in automated content targeting and recommendation algorithms, 
underscores the importance of thinking about fairness and transparency in developing and deploying AI (Aboelazm, 
Tawakol, et al., 2025). Due to these problems, the UAE and the world, in general, are beginning to think about creating 
requirements of algorithmic transparency, data minimization, and AI-generated content disclosure to address the gap 
between technological innovation and consumer safety (Al Ali & Khalil, 2025). The regulation of AI in the UAE is 
based on international best practices and comparisons with other jurisdictions, including the European Union, China, 
and the United States. It has led to the development of a more complicated legal framework that comprises not only soft 
law ethical norms but also legislative acts. According to recent studies, there is a need to develop a unifying model of AI 
regulation that would take into consideration both the fundamental aspects of AI systems (data, algorithms, platforms, 
and application contexts) and the peculiarities of the UAE’s social, cultural, and economic environment (Khudhair, 
Jusoh, Mardani, & Nor, 2019). It is necessary to have such a model to make sure that AI systems are operating within 
a clearly defined set of standards and that individuals, as well as autonomous systems, are subject to well-understood 
regulatory expectations. To sum up, AI in digital marketing in the UAE is transforming the industry’s standards, consumer 
experiences, and legal requirements (Aboelazm, 2023). The potential of AI-powered innovation is matched by the need 
to protect ethical values and consumer rights in the rapidly developing digital world. With the further development of AI 
technologies, the UAE regulatory environment, which is currently changing, will become a key factor determining the 
future of digital marketing and how the opportunities of AI can be used responsibly and sustainably.

2. Literature Review
2.1 Integration of artificial intelligence (AI) into digital marketing 

Artificial intelligence (AI) in digital marketing is one of the most important technological changes in the 
modern business environment, which is changing the way organizations interact with consumers and perform marketing 
activities. With more and more businesses turning to AI-based solutions to improve customer experiences, streamline 
marketing campaigns, and automate decision-making efforts, there is an urgent need to ask important questions about the 
ethical concerns and regulatory structures of such technologies. This literature review examines the intersection of AI in 
digital marketing and its ethical implications, particularly in the context of consumer protection and legal frameworks, 
employing a secondary analysis approach. The scholarly discourse of AI in digital marketing has changed at a breakneck 
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pace, and researchers are paying more attention to the transformational potential and ethical issues of such technologies 
(Aboelazm, Tawakol, et al., 2025). The literature presents a multifaceted environment in which technological innovation 
combines with regulatory compliance, consumer rights, and ethical aspects, establishing new paradigms of defining 
digital marketing practices in the AI age (Aboelazm, 2021).

2.2 Theoretical Foundations of AI in Digital Marketing
Theory: The theoretical basis of AI in digital marketing is rooted in several conceptual frameworks that underlie 

present-day research and practices. A Systematic literature review reveals several theoretical frameworks of the role of 
AI in marketing, such as applications of the Technology-Organization-Environment (TOE) framework and theories of 
consumer behavior applied to AI. The study proves that the AI-based solutions in marketing can be divided into separate 
groups, such as AI/ML algorithms, social media connections, consumer behavioral analysis, e-commerce optimization, 
digital advertising, budget optimization, and competitive strategies (Aboelazm, Tawakol, et al., 2024). Figure 1 shows 
the integration of artificial intelligence across key marketing management domains, including place management, 
strategy and planning, real-time price variation and demand, pricing management, promotion management, targeting and 
positioning, product management, and product design aligned with customer needs, demonstrating the comprehensive 
role AI plays in shaping digital marketing strategies and operations (Javaid et al., 2022)

Figure 1: Core Marketing Management Functions Enhanced by Artificial Intelligence (Javaid et al., 2022).

The theoretical understanding of AI marketing’s effectiveness is also complemented by research studies that 
focus on the connection between AI capabilities and marketing outcomes. The study reveals that the use of AI-powered 
hyper-personalization is associated with a significant improvement in consumer engagement rates, as indicated by 
correlation coefficients of 0.72 in click-through rates and 0.68 in conversion rates. This empirical data can be used to 
support theoretical frameworks whereby AI is presented as a revolutionary force in terms of marketing effectiveness. 
However, it also raises concerns about ethics in implementation (Yoon et al., 2025).

2.3 Ethical Frameworks and Consumer Protection
Moral effects of AI in digital marketing have appeared to be the most pressing concerns of scholarly research, 

and scholars have established the frameworks to address the new challenges. As literature has revealed, there are 
three significant approaches to ethics, which include utilitarian approaches based on the maximization of efficiency, 
approaches based on justice that emphasize fairness and non-discrimination, and approaches based on rights that 
emphasize consumer autonomy and the protection of privacy (Pengurusan et al., 2022). The presented ethical frames 
may serve as a context against which the design and implementation of AI systems in marketing environments are to be 
done. The study demonstrates that AI advertising poses an immense threat to the protection of consumers, particularly 
the deception of information and the manipulation of the consumer choice process. The study suggests that the models 
of regulation ought to be altered to address the issues surrounding AI and yet maintain the incentives to innovation 
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(Khudhair & Mardani, 2021)(Khudhair & Mardani, 2021). The ethics does not just concern the traditional marketing 
concerns but adds the algorithmic discrimination, data confidentiality, and the transparency of automated decision-
making systems (Yas, Mardani, & Alfarttoosi, 2020).

2.4 Consumer Trust and AI Acceptance
Consumer trust is a key factor that significantly contributes to the successful implementation of AI marketing 

technologies. Researchers claim that many factors, including transparency, data privacy, and the perceived fairness of 
algorithmic decision-making, influence consumer confidence in AI-based marketing systems (Oluwafemi et al., 2021). 
The literature indicates that 77 percent of consumers demand transparency from companies in their use of AI in marketing 
communications. However, the majority of companies cannot provide adequate transparency due to the complex nature 
of AI systems (AL-Ghaswyneh et al., 2025). The relationship between it and AI acceptance is mediated by consumer 
trust, which is influenced by a range of factors, including demographic characteristics, cultural background, and prior 
experience with AI technologies. A study examining consumer perception of AI marketing has found that the differences 
between consumer groups are significant, with younger consumers being more accepting. They also express greater 
concern about their privacy and data security (Yas et al., 2023). The literature emphasizes that building consumer trust 
is a complex task that should encompass both the technical and ethical aspects of AI implementation.

2.5 Algorithmic Bias and Fairness in Marketing
The issue of algorithmic bias is one of the most critical in AI-driven marketing, given the extensive research 

that has highlighted how biased algorithms can be used to discriminate against consumers. In the literature, algorithmic 
bias in marketing can be articulated in many forms, including demographic bias, cultural bias, socioeconomic bias, 
and ultimately lead to discriminatory behaviour in the targeting of advertising and the delivery of content (Pulivarthy 
& Whig, 2025). The research provides more detailed information about the effects of algorithmic bias on different 
consumer groups. It shows that AI systems are more prone to misclassifying individuals who belong to minority groups 
than individuals who belong to the majority, such as race, gender, and other protected categories. According to the study, 
facial recognition systems used in marketing processes identify black and Asian consumers 10 to 100 times less than 
white consumers, leading to discriminatory marketing activities. This paper shows that marketing environments need to 
establish bias-elimination practices and fairness-aware AI design approaches (Piacentino, 2025).

2.6 Data Privacy and Security Concerns
The synthesis of AI marketing and data privacy is an essential area of research, and researchers explore how AI 

marketing systems collect, analyze, and use consumer data to sell their products and services. The literature indicates 
that AI-driven marketing systems require substantial personal data to function effectively, raising significant concerns 
about data security, the consent process, and the risk of data misuse, according to a study conducted by Alhitmi et al. (. 
AI marketing systems can achieve a degree of consumer profiling that has not been previously experienced, with some 
systems being capable of segmenting customers with 100 percent accuracy via machine learning systems. Although this 
is a great marketing feature, it also raises ethical concerns about the extent of consumer monitoring and the potential for 
manipulation. It is highlighted in the study that the consideration of data privacy should be introduced at the design stage 
of AI systems based on the principles of privacy-by-design and privacy-by-default (Folorunso et al., 2024).

2.7 Regulatory Responses and Legal Frameworks
            The regulatory environment of AI in digital marketing is rapidly evolving, and governments worldwide are 
developing comprehensive frameworks to address the challenges associated with AI technology (Yas et al., 2023). 
The literature illustrates that there are differences in the regulatory strategies imposed by different jurisdictions, where some 
countries use prescriptive regulations, whereas others prefer more principle-based guidance (Khudhair et al., 2020). Studies 
investigating the regulatory approach to AI marketing demonstrate that successful regulation should strike a balance between the 
need to stimulate innovation and protect consumers. Among the most comprehensive regulations is the European Union AI 
Act, which proposes a risk-based model of AI regulation, according to which the use of AI may be broken down into 
multiple levels of risk, and the AI applications that carry higher risks may require stricter regulatory requirements. This 
regulatory paradigm serves as an example for other jurisdictions that are willing to establish effective systems of AI 
governance, while also maintaining competitiveness in the context of AI development (Albayati et al., 2025).
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2.8 Industry Applications and Case Studies
         Use of AI in digital marketing has been documented adequately in industry case studies and empirical works. 
As shown in the literature, AI application in marketing is categorized into several areas of functionality, including 
content creation, customer segmentation, predictive analytics, and automated decision-making (Aboelazm, Ibrahim, et 
al., 2025). These applications show a considerable possibility of improving the quality of marketing activities with a 
focus on the problems of ethical application. A research paper provides a close analysis of how AI may be used across a 
variety of marketing settings and proves that appropriate utilization of AI means that particular consideration should be 
given to both technical and ethical considerations. The study demonstrates that the most efficient organizations, in terms 
of AI marketing, are those that prioritize transparency, fairness, and the trustworthiness of their implementation methods 
among consumers. The danger of the absence of proper ethical management can be explained using practical examples 
of the failure of AI marketing, such as prejudicial advertising algorithms and privacy breaches (Al-Qazzaz et al., 2016).

2.9 Cross-Cultural Perspectives and Global Considerations
Digital marketing is a global phenomenon, which is why the cross-cultural perception of AI ethics and consumer 

protection needs to be addressed. The article examines the problem of algorithmic bias regarding cultural sensitivity 
in marketing in different countries. It demonstrates that AI algorithms are likely to overlook cultural issues and local 
situations in their decision-making. The study also demonstrates that culturally relevant content is more likely to 
be accepted and engaged by consumers, highlighting the importance of cultural sensitivity in AI marketing-related 
applications (Saeed & Khudhair, 2024). The literature reveals that attitudes towards AI marketing differ significantly 
across consumers in diverse cultural environments, and these differences are assessed based on cultural values, regulatory 
systems, and technological infrastructures that influence the rate of acceptance. A comparative study of AI marketing 
in developed and developing nations reveals that infrastructure, human resources, and policies are key factors in the 
success of AI implementations (Saeed & Yas, 2023). These findings indicate why culture-sensitive approaches to AI 
marketing are needed that would take into account local markets and consumer expectations.

2.10 Future Directions and Emerging Challenges
          There are several directions of future research and new issues in AI marketing ethics, as highlighted in the literature. 
Additional studies should be performed to learn how AI marketing influences consumer behavior, competition within 
the market context, and social equity, in the long-term perspective (Hearth Yas et al., 2024). The study states that as AI-
related technologies evolve further, more ethical concerns will emerge, and some form of research and policymaking will 
be required in order to deal with them. The following aspects are possible areas of further investigation: the development 
of more sophisticated bias identification and prevention mechanisms, the determination of universal principles of ethical 
conduct of AI marketing, and the investigation of the impact of AI on the market and consumer well-being (Harith Yas et 
al., 2024). The literature indicates that the issue of AI in digital marketing will necessitate collaboration among various 
disciplines, including computer scientists, marketing vendors, legal scholars, and ethicists, to address the numerous 
issues posed by the problem (Hearth Yas et al., 2024). In addition, experiments on the effectiveness of different regulatory 
measures and their impact on innovation and consumer protection have also become priorities for future research.
         The study shows that although the AI technologies provide unparalleled possibilities to personalize, streamline, 
and involve consumers, they also evoke some fundamental concerns regarding fairness, privacy, and consumer agency. 
The scholarly debate centers on the necessity of detailed ethical guidelines, efficient regulatory oversight, and further 
research to ensure that AI marketing technologies can be used in the interests of both business and society. The review of 
current literature indicates the necessity of interdisciplinary research on the phenomenon of AI marketing ethics, where 
the knowledge of computer science, marketing, law, and ethics is merged to reflect the complexity of these technologies 
(AlKhamaiseh et al., 2025). With the further evolution of AI in digital marketing practices, the academic community 
should be attentive to the analysis of the opportunities and threats of such changes, so that technological progress does 
not contradict ethical principles and consumer protection goals.

3. Methodology
The research design used in this study is a secondary analysis study design to examine the ethical implications of 

artificial intelligence in digital marketing within the legal framework of the UAE. Secondary analysis is the systematic 
review of existing data that was gathered with other intentions to answer new questions. The given methodology is 
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specifically suitable for this research because it enables the examination of published research, legal documents, industry 
reports, and statistical data thoroughly without the necessity to collect primary data at a high cost. The study employed 
a multi-source secondary data methodology, which was used to review academic journals, government reports, legal 
publications, industry reports, and statistical databases to investigate how AI is influencing digital marketing ethics in 
the UAE. The sample framework of this secondary analysis included 50 peer-reviewed articles that are relevant to the 
research topic (2018-2025), 15 industry reports of various organizations (Statista, Grand View Research), 12 government 
documents of the UAE regulatory bodies, and eight legal framework documents (UAE Personal Data Protection Law, 
Cybercrime Law), as shown in Figure 2. This exhaustive set of 85 documents is broad and deep enough to be analyzed 
meaningfully and at the same time reliable and valid in results.

The process of data gathering was performed in accordance with the secondary research procedures, such as 
literature review, content analysis of the regulatory documents, and compilation of the statistical reports. The study 
studied the materials of databases: Scopus, IEEE Xplore, government websites (u.ae), and industry research websites. 
Quality assurance was done by checking the credibility of sources, evaluating the recency of the data (giving priority 
to those published in 2020-2025), and cross-checking the results of different sources to guarantee consistency and 
reliability.

Figure 2: Research Methodology Flow Diagram: Secondary Data Analysis

4. Analysis and Discussion
4.1 The Current State of AI in Digital Marketing in the UAE

The United Arab Emirates has already established itself as a leader in artificial intelligence integration, and the 
AI market is expected to generate $949.77 million in machine learning revenues alone in 2024, making it the largest 
segment of the country’s AI ecosystem, as shown in Figure 3. This massive investment is part of the UAE’s strategic 
plan to emerge as a global hub in AI by 2031, as it has been set out in the National AI Strategy 2031. The digital 
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marketing industry has become one of the primary beneficiaries of this AI revolution, with 70 per cent of consumers 
across the UAE currently relying on AI in order to aid their shopping habits, which is a phenomenal 44 per cent hike on 
2024 (HASSOUNEH, 2025).

Figure 3: Revenue of the artificial intelligence market in the United Arab Emirates in 2024, by segment (Statista,2024)

The UAE marketing automation market is an outstanding market, with the market revenue of the marketing 
automation market in the UAE growing to $101.1 million in 2024 and the market revenue of the marketing automation 
market in the UAE reaching $225.6 million in 2030, with a compound annual growth rate of 14.9% as shown in Figure 
4 (Seif, 2024). This market is now dominated by email marketing (26.71% market share), and reporting and analytics 
is the fastest-growing segment, which means that businesses are becoming more data-driven in their decision-making 
processes. This growth path aligns with global trends, as 91 percent of company decision-makers report increased 
demands for automation from their teams, indicating widespread organizational interest in AI-powered marketing tools.

Figure 4: UAE marketing automation market, 2018-2030 (US$M) (Grand View Research, 2024)

           The patterns of consumer behavior in the UAE indicate the unprecedented rates of adoption of AI in various 
segments of the population. The highest growth rate is recorded in Generation X with a 49 percent increase, followed by 
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Millennials with a 41 percent increase, and Generation Z with a 45 percent year-over-year growth in AI shopping. It is 
worth noting that 59 percent of Generation X shoppers are incorporating AI into their shopping behavior, which deviates 
from traditional expectations of technology adoption rates (Alhitmi et al., 2024). This cross-generational acceptance 
will result in a special marketplace in which AI-based personalization will be able to reach a wide variety of consumer 
segments at the same time (Aboelazm & Afandy, 2019)

4.3 Ethical Implications of AI-Driven Digital Marketing
The ethical issues that surround the use of AI in digital marketing are deep and cannot be reduced to those 

questions that are related to traditional marketing activities. The most important ethical considerations are data privacy 
and transparency, with correlation coefficients of 0.81 in consumer trust studies (AL-Ghaswyneh et al., 2025). Personal 
Data Protection Law (PDPL) in the UAE provides extensive frameworks that demand consent in the processing of data. 
However, the intricacy of AI algorithms usually conceals the real use of consumer data.

Figure 5: Ethical considerations with correlation coefficients (AL-Ghaswyneh et al., 2025)
Another important ethical issue is the algorithmic bias, which occurs when AI systems replicate or increase the 

bias that already exists in society by adopting automated decision-making. Research indicates that 77 percent of marketers 
currently utilize AI to support content creation. However, this form of automation may result in discriminatory targeting 
behaviors that disproportionately represent certain demographic groups. The cultural sensitivities that the UAE focuses 
on in its marketing become even more complicated when AI systems make automated decisions about content delivery, 
rather than human beings. The ethical issue of hyper-personalization of consumers is a fundamental ethical dilemma. 
Although 65 percent of consumers in the UAE state that AI can be used to help inspire their purchasing decisions, the 
same technology can be used to take advantage of their psychological vulnerabilities and behavior patterns to make 
decisions about what to buy, which may not serve their best interests. This poses a dilemma between marketing and 
ethical accountability, especially when AI machines could foresee and control consumer behavior to unprecedented 
levels (Lemsieh & Abarar, 2024).

The lack of transparency in AI decision-making exacerbates such ethical concerns. Seventy-six percent of 
consumers in the UAE want transparency in the use of AI in media and content; however, the black box nature of most 
AI systems means that consumers cannot easily know how their data is being used and decisions are being made (Gkikas 
& Theodoridis, 2021). This absence of transparency discredits the concept of informed consent and puts into question 
the ethical validity of AI-driven marketing activities.

4.4 Legal Framework and Regulatory Compliance in the UAE
         The UAE has laid the foundation of the entire legal system to regulate the ethical consequences of AI in the 
digital marketing industry, which is supported by several major acts. The UAE Personal Data Protection Law is the 
primary legal instrument that provides the principles of explicit consent, data minimization, and purpose limitation 
in the data processing procedures (UAE Government, 2024). This bill explicitly prohibits suppliers from utilizing 
consumer information in advertising without their permission, thereby imposing legal restrictions on the marketing 
processes carried out by AI. The article is in the field of digital deception and manipulation. The UAE Cybercrime Law 
(Federal Decree-Law No. 15 of 2021) addresses the zone of digital deception and manipulation, according to which the 
sentencing involves imprisonment of up to two years. Fines of AED 100,000 to AED 1 million are offered in case of 
application of automated systems to broadcast misleading information or control the behavior of consumers (Grivna et 



Page 9

al., 2012). The law particularly pertains to the application of AI to marketing, as it presents the possibility of criminal 
penalties for the enticement to manipulate customers through the use of automated instruments.
          An additional protection is provided by the Consumer Protection Law (Federal Law No. 15 of 2020). It consists 
of the requirement of treating consumers in a fair, honest, and non-discriminatory manner, and particular provisions 
of misleading advertising and promotional activities. The bill offers a penalty of up to two years in prison and a fine 
of no more than AED 2 million to corporations that fail to provide clear information, as well as to corporations that 
profit by misleading marketing (Khater et al., 2025). The Digital Commerce Law (Federal Decree-Law No. 14/2023) 
also addresses the issue of manipulative AI-driven marketing directly by introducing the term “ harmful term in digital 
commerce. This legislation obliges companies to disclose the use of AI systems in marketing communications clearly 
and gives consumers the right to know and manage AI-based personalization (Naheem, 2023).

Figure 5: Ethical considerations with correlation coefficients (AL-Ghaswyneh et al., 2025)

Law (Year) Key Provisions Relevance to AI in Digital Market-
ing

UAE Personal Data Pro-
tection Law (Federal 
Decree-Law No. 45 of 
2021)  procedures (UAE 
Government, 2024)

- Requires explic-
it consent for data processing 
- Data minimization and purpose limitation 
- Rights to access, recti-
fy, erase, and portability 
- Mandatory Data Protection Officer 
- Data breach reporting 
- Enforcement by the UAE Data Office

Sets boundaries for AI-driven mar-
keting by requiring explicit consent 
and limiting data use; establishes 
accountability for personal data 
handling.

UAE Cybercrime Law 
(Federal Decree-Law 
No. 15 of 2021) (Strohal 
Legal, 2022)

- Addresses digital de-
ception and manipulation 
- Criminalizes misuse of automated systems 
- Penalties: up to 2 years imprisonment, 
AED 100,000–1 million fines

Criminal liability for AI misuse in 
manipulating or deceiving consum-
ers.

Consumer Protection 
Law (Federal Law No. 
15 of 2020) (UAE Gov-
ernment, 2024)

- Requires fair, honest, and 
non-discriminatory treatment 
- Prohibits misleading advertising 
- Penalties: up to 2 years imprisonment, up 
to AED 2 million fines

Protects consumers from mislead-
ing or manipulative AI marketing 
practices.

Digital Commerce Law 
(Federal Decree-Law 
No. 14/2023) (Woods et 
al., 2025)

- Introduces the “harmful terms” concept 
- Requires disclosure of AI use in marketing 
- Establishes consumer rights over AI per-
sonalization

Mandates transparency and con-
sumer control over AI-driven per-
sonalization.
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Regulatory Bodies - UAE Data Office: Over-
sees PDPL compliance 
- National Media Council: Regulates 
advertising and influencer licensing 
- TDRA: Oversees digital marketing prac-
tices

Ensures enforcement and alignment 
with national legal and ethical stan-
dards.

Regulatory enforcement mechanisms include the UAE Data Office, which oversees PDPL compliance, and the National 
Media Council, which regulates advertising content and requires licensing for commercial influencer activities. The 
Telecommunications and Digital Government Regulatory Authority (TDRA) provides additional oversight for digital 
marketing practices, ensuring alignment with national security and social values.

4.5 Consumer Protection and Market Influence
The overlap between AI-based marketing and consumer protection in the UAE presents a complicated regulatory 

landscape in which conventional consumer protection principles will have to evolve in order to respond to the issue 
of algorithmic decision-making. Studies show that 73 percent of companies believe that AI is necessary to deliver 
personalized customer experiences, but this personalization may cause information asymmetries to the detriment of 
consumers. The consumer protection system in the UAE is attempting to overcome these difficulties with the aid of 
several regulatory tools (Massadeh & Al-Nusair, 2017). The UAE consumer protection law has mandatory disclosure 
measures that force businesses to give precise details concerning the use of AI in marketing messages. Nonetheless, 
AI systems are technically complex, which can make disclosure hard to be meaningful. Research indicates that 62 
percent of the UAE consumers trust AI-generated content the same way they trust human-generated content, which is 
an indication that the current disclosure regulations might be inadequate to guarantee informed consumer consent. The 
idea of the dark patterns of AI-based marketing interfaces is a major consumer protection issue. Studies have shown that 
the conventional consumer protection laws are ineffective in tackling the AI-enabled manipulation practices that take advantage 
of cognitive biases and behavioral patterns. The UAE strategy to address this issue is based on legal systems and self-regulation 
programs in the industry (Dahiyat, 2019).

4.6 Technological Innovation and Ethical Governance
The UAE strategy of AI regulation in digital marketing demonstrates a more comprehensive policy of innovation and ethical 
responsibility. Dubai AI Ethics Guidelines define four principles, including fairness, accountability, transparency, and explainability 
(Digital Dubai, 2025). The principles directly solve the ethical issues raised in AI-driven marketing and offer a guide to responsible 
innovation. Ethical governance is essential in predictive analytics and modeling consumer behavior (Aboelazm, Dganni, et al., 
2024). Studies indicate that AI could be used to classify customers with 100 percent accuracy based on the K-nearest neighbor 
and decision tree models, which begs the question of whether the technology should be used ethically to profile customers (Yas, 
Mardani, Albayati, et al., 2020). The governance system of the UAE tries to accommodate these issues through human oversight 
requirements in automated decision-making. Artificial intelligence explainability is a significant issue in the governance system of 
the UAE, particularly in the context of artificial intelligence. Although regulations demand transparency in the AI decision-making 
process, the technical nature of machine learning algorithms usually makes explanations hard to comprehend by consumers. The 
studies indicate that organizational culture elements have a correlation of 0.75 with consumer trust in AI systems, which 
means that regulatory compliance is not sufficient for ethical governance, as it also needs to be accompanied by cultural 
transformation in organizations (Neeteson et al., 2023).

Figure 6: Correlation of organizational culture elements (AL-Ghaswyneh et al., 2025).
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5.	 Discussion 
The selected secondary research approach provides a solid foundation for examining the complex ethical and 

legal implications of AI in digital marketing within the UAE context. The study uses a wide variety of credible sources, 
such as academic journals, legal statutes, government documents, and industry reports, that provide a balanced view 
of the study. The method enables the discovery of important trends, policy changes, and ethical dilemmas without 
the restrictions and limitations of primary data gathering and with fewer resources. In addition, cross-sectoral data 
enhances the validity of results since it involves the use of information that is developed in regulatory and commercial 
sectors. However, as much as the methodology is broad and deep, there is a necessity to also take into consideration the 
limitations that might come about, one of which is the availability and accuracy of the published data. The rapid pace of 
technological and regulatory development in the sphere of AI may also lead to a lack of information or inaccuracy in the 
sources that are examined. Despite these limitations, the approach will enable a knowledgeable inquiry into the use of 
AI to transform digital marketing practices, regulatory responses, and ethical standards in the UAE. It is on this premise 
that a critical analysis of how legal frameworks can be applied to achieve responsible innovation without infringing on 
the rights of consumers in an algorithm-based marketplace can be undertaken.

6.	 Synthesis and Recommendations
The legal system of the UAE regarding the ethical consequences of AI in digital marketing is a complex area 

of technological advancement, consumer safety, and regulatory control. This paper demonstrates that, despite the UAE 
having developed comprehensive legal provisions to address the ethical concerns arising from AI, significant challenges 
remain in implementation and enforcement. The critical findings indicate that consumer confidence in AI-enabled 
marketing is most effective when the concepts of transparency, data privacy, and cultural sensitivity are brought into 
focus. Employing a multi-layered regulatory approach, in which data protection, cybercrime, and consumer protection 
laws are intertwined, the UAE has a solid foundation for ethical AI regulation (Khudhair et al., 2021). However, rapid 
technological changes require that regulatory frameworks be continuously updated to address emerging challenges. 
Stakeholders should be recommended to provide thorough AI ethics training to marketing professionals, create industry-
specific standards for AI use in marketing, develop clear consumer consent procedures for AI-driven personalization, 
and establish regular auditing procedures to ensure the consistency of ethical standards and legal regulations. Greater 
regulatory oversight, greater consumer protection, and technological innovation are likely to define the future of AI in 
digital marketing in the UAE. The businesses that will be successful in this environment will need to stop thinking of 
ethical compliance as a limitation and instead view it as a competitive advantage that will help develop consumer trust 
and a sustainable market position.

6. Conclusion
Artificial intelligence in the digital marketing sphere of the UAE presents a unique opportunity, but it also poses 

complex ethical and legal challenges. AI has enabled organisations to deliver hyper-personalised marketing, automate 
consumer interactions, and scale the decision-making process. However, significant concerns regarding data privacy, 
algorithm transparency, bias, and consumer manipulation are associated with such technological advancements. The 
study has established that despite AI’s ability to automate marketing processes and enhance customer satisfaction to a 
large extent, it must be governed by a strong ethical code and a flexible legal system to prevent misuse and protect the 
public’s trust. On this note, the UAE has been proactive in this aspect by enacting comprehensive laws, including the 
Personal Data Protection Law, the Cybercrime Law, the Consumer Protection Law, and the Digital Commerce Law. 
These legal instruments focus on aspects such as consent, data minimization, fairness, and transparency in AI-driven 
marketing activities. In addition, governmental organizations, such as the UAE Data Office and TDRA, play a crucial 
role in ensuring compliance and fostering the responsible use of AI. Together with these trends, the explainability of AI 
algorithms and the way to address manipulative practices and dark patterns on consumer interfaces remain problematic. 
A reasonable tradeoff between innovation and responsibility will be critical in ensuring that AI-powered digital marketing 
works with the bigger picture of consumer protection and social responsibility. As the UAE pursues the goal of becoming 
a global hub of AI, its ability to assume a leadership role in ethically and legally acceptable marketing will not only be 
the local standard but also contribute to setting global standards in the digital economy (Oshadi Karunanayaka et al., 
2024).
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